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Abstract

This one-page paper describes our scheme in the track of
image compression. We target at low-rate compression and
pursue the optimal MS-SSIM value when the bit-rate is con-
strained. Our submission IMCL IMG MSSSIM achieves
0.96092, 0.97834, 0.98886 MS-SSIM at 0.075, 0.15 and
0.30 bpp during the validation phase. The compression net-
work is almost the same as our solution in the last year
but we use some new techniques that improve the MS-SSIM
value a lot. In particular, we use a two-stage quantiza-
tion strategy: soft-then-hard, which is able to eliminate the
quantization mismatch between training and test phases.
We briefly introduce the ablation results of this quantization
strategy and provide some discussions here.

1. Introduction
MS-SSIM-optimized or even MSE-optimized model is

able to evaluate the compression ability of networks. We
can train a powerful image compression model optimized
for MS-SSIM in advance, and then combine it with GAN-
based optimization or other perceptual metrics.

In this short paper, we introduce our scheme optimized
for MS-SSIM in the track of image compression. The main
network structures are almost the same as our previous sub-
mission in CLIC2020 [3]. It contains a causal context model
that leverages the serial decoding process to conduct sepa-
rate entropy coding across channels, which is termed as 3-
D context model in [3]. We replace the spatial-channel at-
tention by group-separate attention module to enhance the
transform network, which is the only difference in terms
of network structure. The group-separate attention adopts
group convolution to strengthen the attention module that
is similar to [6]. In addition, we apply a two-stage quanti-
zation strategy termed soft-then-hard to eliminate the mis-
match between training and test phases.

This new quantization strategy is plug-and-play in all
previous compression models that are optimized with ad-
ditive uniform noise. Although additive uniform noise ap-
proximates the quantization error variationally, it introduces
stochasticity during training and leads to the train-test mis-

match. Some recent works try to close the mismatch by
adopting annealing-based quantization method including
[5] and [1]. However, according to our analysis in [4], quan-
tization with straight-through estimator or annealing may
degrade to optimizing a deterministic autoencoder such as
[5] and suffers from some training troubles such as [1]. In
contrast, quantization with additive uniform noise is supe-
rior in learning an expressive latent space since the noise
works as a regularization term to stabilize training.

Soft-then-hard is a two-stage quantization strategy. At
the first stage, the compression model is optimized softly
with additive uniform noise as usual. At the second stage,
we fix the encoder and directly quantize the latent variables
y, z with hard rounding. The decoder and the hyper de-
coder are then finetuned to be optimized for the actual rate-
distortion value. The detailed description of this quantiza-
tion strategy can be found in [4].

2. Some Ablation Results
As shown in table 1, the soft-then-hard quantization

strategy improves the MS-SSIM value a lot. We should note
that it is different and more effective than the quantization
strategy in [2], which sends the discrete latent variable as
the input of the decoder but adopts universal quantization
for entropy estimation. If optimized for MSE, this strategy
can improve performance for more than 0.3 dB even though
the main compression model is already powerful enough.
The second tuning stage takes 200,000 iterations.

Table 1. The MS-SSIM metric here is different from competition.
Additive Uniform Noise Soft-then-Hard
bpp MS-SSIM bpp MS-SSIM
0.0957 0.96024 0.0920 0.96080
0.1778 0.97538 0.1726 0.97580
0.3182 0.98478 0.3117 0.98511
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